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LETTER TO THE EDITOR
Addressing feature importance biases in machine
learning models for early diagnosis of type 1
Gaucher disease
Tenenbaum et al proposed a machine learning model
aimed at the early diagnosis of type 1 Gaucher disease
[1]. Their methodology utilized multiple algorithms,
including Random Forest (RF), Light Gradient Boosting
Machine (LightGBM), and logistic regression, to enhance
diagnostic accuracy. Notably, they integrated LightGBM
with SHAP (SHapley Additive exPlanations) to conduct a
thorough analysis of feature importance [1]. However, it
is important to note that although cross-validation is effec-
tive for assessing predictive accuracy, it does not serve as a
validation method for feature importance analysis. This
distinction is critical for understanding the robustness of
the model’s insights regarding the relative importance of
various features.

Their algorithms face two critical challenges. First,
feature importance measures derived from machine learning
models such as RF, LightGBM, and logistic regression are
inherently biased due to the model-specific nature of these
algorithms [2e6]. This means that different models can
yield varying feature importance scores, suggesting that
the calculated feature importances may not accurately repre-
sent true associations between the target variable and the
features. As a result, these measurements can mislead re-
searchers about the underlying relationships within the data.

Second, SHAP inherits biases from the machine learning
models it is derived from, which can further distort inter-
pretations and conclusions drawn from the analysis [7].
Since SHAP relies on the output of these models with
explain Z SHAP (model), it is susceptible to the same
biases that exist in the underlying feature importance mea-
sures. Consequently, this reliance can lead to erroneous
conclusions and diminish the reliability of the findings.

To improve the robustness of their model, it is crucial to
adopt methods that mitigate these biases. This may involve uti-
lizing ensemble approaches that combine the strengths of mul-
tiplemodels or adopting alternative explanation techniques that
are less model-dependent. By addressing these issues, re-
searchers can enhance the validity of their conclusions and
createmore reliable diagnostic tools for type 1Gaucher disease.

This paper advocates for using true associations employ-
ing robust statistical methods [8e10] such as Spearman’s
correlation with P values and/or Chi-squared tests with P
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values, bias-free approaches instead of biased feature impor-
tances from machine learning models. This paper reveals
why RF and LightGBM induce feature importance biases.

RF, LightGBM, and logistic regression are popular ma-
chine learning models that offer valuable predictions. How-
ever, they can also introduce biases due to their algorithms
and operational mechanics in features. RF assesses feature
importance by measuring contributions to impurity reduc-
tion but can favor features with many levels, leading to
misleading importance scores. Similarly, LightGBM’s
histogram-based algorithm tends to prioritize early splits,
potentially sidelining equally important features, especially
when handling categorical data. Logistic regression,
assuming a linear relationship, can misrepresent nonlinear
associations and is sensitive to feature scaling, causing
further bias. High multicollinearity can also obscure true
feature importance. Thus, although these models enhance
predictive capabilities, understanding their biases is vital
for interpreting results, improving the reliability of feature
importance assessments, and ultimately guiding informed
decision-making.
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and data mining, AI training, and similar technologies.
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