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Reevaluating feature importances in machine learning models for schizophrenia and bipolar 
disorder: The need for true associations
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A B S T R A C T

Skorobogatov et al. developed supervised machine learning models to predict diagnoses and illness states in 
schizophrenia and bipolar disorder. However, their reliance on bootstrap forests and generalized regressions 
introduces significant biases in feature importance assessments. This paper highlights the critical distinction 
between feature importances generated by machine learning and actual associations, which are often model- 
specific and context-dependent. We underscore the limitations of biased feature importances and advocate for 
the use of robust statistical methods, such as Chi-squared tests and Spearman’s correlation, to reveal true as
sociations. Reassessing findings with these methods will enable more accurate interpretations and reinforce the 
importance of understanding the limitations inherent in machine learning methodologies.

Skorobogatov et al. developed supervised machine learning models 
to predict diagnoses and illness states in schizophrenia and bipolar 
disorder (Skorobogatov et al., 2024). While they employed bootstrap 
forests and generalized regressions for feature selection, their methods 
exhibit significant inherent biases associated with machine learning 
models (Barton-Henry et al., 2021; Chen et al., 2023; Ma et al., 2024; 
Watanabe et al., 2021), leading to incorrect conclusions. It is crucial for 
researchers, including Skorobogatov et al., to recognize the distinction 
between feature importances derived from machine learning and actual 
associations. The nature of these feature importances is model-specific, 
meaning that different models yield varying results, while true associ
ations can be accurately determined through robust statistical methods 
such as Chi-squared tests and Spearman’s correlation, both accompa
nied by p-values (Murakami et al., 2024; Yaseen et al., 2023; Carter 
et al., 2023).

This paper underscores the limitations posed by biased feature im
portances generated through machine learning and emphasizes the ne
cessity of relying on genuine associations for drawing reliable 
conclusions. Consequently, it is essential for Skorobogatov et al. to 
reevaluate their findings using true associations, which will facilitate a 
more accurate interpretation of their results. Importantly, this paper 
does not aim to discredit machine learning; rather, it acknowledges that 
while machine learning primarily seeks to predict outcomes accurately, 
feature importances are intended to represent associations between the 
target variable and features. However, these associations can be skewed 
by model-specific biases. This paper shows why machine learning 
models generate biases feature importances and advocates for the use of 
true associations between the target and features.

Machine learning models, including techniques such as bootstrap 
forests and generalized regressions, can induce biases in feature 
importance for several reasons (Barton-Henry et al., 2021; Chen et al., 
2023; Ma et al., 2024; Watanabe et al., 2021).

First, the model-specific nature of different machine learning algo
rithms contributes to variability in feature importance assessments. 

Each model interprets data in its own way, and feature importance is 
calculated based on how each model utilizes individual features to make 
predictions. Consequently, the importance assigned to features can vary 
significantly across modeling techniques, meaning that feature impor
tances are context-dependent and not universally applicable.

Overfitting is another significant factor. Many machine learning 
models, especially complex ones, can overfit to the training data, 
capturing noise rather than the underlying signal. When overfitting 
occurs, the derived feature importances may reflect spurious relation
ships that do not generalize to new data, leading to misleading conclu
sions about true associations. This highlights the inherent risks of relying 
solely on machine learning for feature significance without additional 
validation.

Moreover, machine learning models often assess the strength and 
significance of features based on correlations rather than causal re
lationships. As a result, features that are correlated with the response 
variable may be assigned high importance even if they do not have a 
genuine causal impact. This limitation underscores the need to distin
guish between correlation and causation in feature importance 
evaluations.

Feature interactions also complicate the assessment of importance. 
Many models fail to account adequately for interactions between fea
tures, leading to inflated or deflated importance scores based on how 
features interact within the model. For instance, in bootstrap forests, the 
importance of a particular feature may vary based on its interaction with 
other features, combined with the randomness inherent in the boot
strapping process. Data imbalance can further skew feature impor
tances. In scenarios where classes are imbalanced, machine learning 
models can produce biased feature importances. Features that are more 
prevalent in the majority class may be overrepresented, overshadowing 
those that could be more critical for minority classes, leading to an 
inaccurate assessment of their importance.

Another consideration is data preprocessing. The methods used for 
preprocessing—such as normalization, scaling, or encoding categorical 
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variables—can influence the importance assigned to various features. 
Inconsistent preprocessing techniques may result in different impor
tance values across models or runs. Additionally, feature importances 
can lack robustness. They can be sensitive to minor variations in the 
dataset, such as outliers or noise. A model might assign drastically 
different importance scores if the training data is slightly altered, raising 
concerns about the stability and reliability of those features.

Finally, randomness in ensemble methods like bootstrap forests can 
affect feature importance calculations. In these methods, importance is 
often based on the degree to which removing specific features decreases 
model accuracy. However, this evaluation can be heavily influenced by 
the random sampling of training data, leading to inconsistent and 
potentially biased feature importance scores.

In summary, while bootstrap forests and generalized regressions are 
powerful tools for prediction, researchers must approach the interpre
tation of feature importances with caution. Relying solely on these 
values without an understanding of their inherent biases can result in 
incorrect conclusions regarding the relationships between features and 
outcome variables. To accurately identify true associations, it is crucial 
to complement machine learning approaches with robust statistical 
methodologies (Murakami et al., 2024; Yaseen et al., 2023; Carter et al., 
2023).
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